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We give a robust characterization of Nash equilibrium by postulating co-
herent behavior across varying games: Nash equilibrium is the only solution
concept that satisfies consequentialism, consistency, and rationality. As a
result, every equilibrium refinement violates at least one of these properties.
We moreover show that every solution concept that approximately satis-
fies consequentialism, consistency, and rationality returns approximate Nash
equilibria. The latter approximation can be made arbitrarily good by in-
creasing the approximation of the axioms. This result extends to various
natural subclasses of games such as two-player zero-sum games, potential
games, and graphical games.

1. Introduction

More than 70 years after the publication of Nash’s (1951) original work, the concept of
Nash equilibrium has been engraved in economic reasoning so deeply that it is rarely
questioned. But what makes Nash equilibrium stand out from the plethora of solution
concepts that have been proposed? The game theory literature has come up with various
answers to this question based on different approaches.

In this paper, we take a normative approach: we consider solution concepts for games
in normal form with a fixed number of players and formulate conditions for solution
concepts that capture coherent behavior across different games. The solution concepts
we consider map every (finite) multi-player game to a non-empty set of (mixed) strategy
profiles. Our first of three axioms requires that the labels of actions are irrelevant—
only the payoffs matter. Call two actions of a player clones if, irrespective of the other
players’ actions, they give the same payoff to all players. In other words, clones are
outcome-equivalent and only discernible by their labels.

Consequentialism. A player can shift probability arbitrarily between
clones, and deleting a clone neither changes the probabilities assigned to
the player’s other actions nor the strategies of the other players.
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If a solution concept satisfying consequentialism returns a strategy profile and we modify
the game by cloning an action, then the solution concept has to return all strategy
profiles in which the probabilities on the player’s uncloned actions and the other players’
strategies are unchanged.

The second axiom is motivated by situations where the players are uncertain which
game will be played.

Consistency. Every strategy profile that is played in two given games with
the same sets of actions for each player is also played when a coin toss decides
which of the two games is played and the players choose their strategies before
the coin toss.

Instead of modeling the randomization explicitly, we assume that a coin toss between
two games is equivalent to the convex combination of these games.

Third, we stipulate a weak notion of rationality.

Rationality. Players never put positive probability on actions that are
dominated in pure strategies.

That is, if one action of a player has a higher payoff than another action irrespective of
the other players’ strategies, the latter is played with probability 0. In fact, it suffices
for our characterization to assume that dominated actions receive probability at most,
say, one half.

Our main result characterizes Nash equilibrium as the unique solution concept that
satisfies consequentialism, consistency, and rationality. In particular, players’ behavior
has to be consistent with expected utility maximization, which is not apparent from
the axioms. Moreover, every refinement of Nash equilibrium violates at least one of the
axioms.

Our second result shows that this characterization is robust: every solution concept
that approximately satisfies the three axioms is approximately Nash equilibrium. This
type of stability result is common in many areas of mathematics.1 To make this precise,
we formulate quantitatively relaxed versions of the axioms. δ-consequentialism demands
that a player can shift probability arbitrarily between clones and deleting a clone does
not change the probability on any player’s action (except the cloned action) by more
than δ. Similarly, δ-consistency requires that if a strategy profile is played in two games,
some strategy profile that differs by no more than δ is played in any convex combination
of the two games. Finally, δ-rationality implies that actions that are dominated in pure
strategies by at least a margin of δ are played with probability at most one half. We show
that for every positive ε, there exists a positive δ such that every solution concept that
satisfies the δ-versions of consequentialism, consistency, and rationality is a refinement
of ε-Nash equilibrium. This result implies one direction of our main theorem. Moreover,
it holds for various natural subclasses of games such as two-player zero-sum games,
potential games, or graphical games.

1A classic example is isoperimetric stability. In Euclidean space, a ball is characterized as the unique
volume-maximizing shape among all well-behaved shapes with the same surface area. Isoperimetric
stability strengthens this assertion by showing that any shape that is close to volume maximizing
has to resemble a sphere.
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2. Related Work

Which assumptions can be used to justify Nash equilibrium has been primarily studied
in epistemic game theory. In this stream of research, the knowledge of individual players
is modeled using Bayesian belief hierarchies, which consist of a game and a set of types
for each player with each type including the action played by this type and a probability
distribution over types of the other players, called the belief of this type (Harsanyi, 1967).
Rather than assuming that players actively randomize, the beliefs about the types of
the other players are randomized. Players are rational if they maximize expected payoff
given their types and beliefs. Aumann and Brandenburger (1995) have shown that for
two-player games the beliefs of every pair of types whose beliefs are mutually known and
whose rationality is mutually known constitute a Nash equilibrium. This result extends
to games with more than two players if the beliefs are commonly known and admit a
common prior. Common knowledge assumptions in game theory have been criticized for
not adequately modeling reality (see, e.g., Gintis, 2009). Barelli (2009), Hellman (2013),
and Bach and Tsakas (2014) showed that the results of Aumann and Brandenburger
(1995) still hold under somewhat weaker common knowledge assumptions.

Building on earlier work by Peleg and Tijs (1996), Norde et al. (1996) have charac-
terized Nash equilibrium via one-player rationality (only utility-maximizing strategies
are returned in one-player games) and a consistency condition that is orthogonal to ours
because it varies the set of players. Their condition requires that every strategy profile
s returned for an n-player game is also returned for the (n− k)-player game that results
when k players invariably play their strategies in s. The two axioms immediately imply
that only subsets of Nash equilibria can be returned. Their results have no implications
for games with a fixed number of players.

The work most closely related to ours is due to Brandl and Brandt (2019) who have
characterized maximin strategies in two-player zero-sum games by consequentialism,
consistency, and rationality. The difference between their results and ours are as follows.
Solution concepts as considered by Brandl and Brandt return a set of strategies for one
player, rather than a set of strategy profiles. Noting that Nash equilibria in zero-sum
games consist of pairs of maximin strategies, their result translates to the terminology
of the present paper as follows: in zero-sum games, every solution concept that satisfies
consequentialism, consistency, and rationality returns an (exchangeable) subset of Nash
equilibria.2 Our main theorem, Theorem 1, is stronger since it (i) holds for any number
of players, (ii) shows that all Nash equilibria have to be returned (and thus rules out
equilibrium refinements), and (iii) is not restricted to games with rational-valued payoffs
and rational-valued strategies (which are assumptions needed for the proof of Brandl and
Brandt). Moreover, we show that the containment in the set of Nash equilibria (iv) also
holds for restricted classes of games (cf. Remark 4), and (v) is robust with respect to
small violations of the axioms (Theorem 2).

2A set of strategy profiles is exchangeable if it is a Cartesian product of a set of strategies for each
player.
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3. The Model

Let U be an infinite universal set of actions and denote by F(U) the set of finite and
nonempty subsets of U . For A ∈ F(U), let ΣA be the set of all permutations of U that
fix U \ A pointwise. If p ∈ RU

+, supp(p) = {a ∈ U : p(a) > 0} denotes the support of p.
Moreover, let

∆A = {p ∈ RU
+ : supp(p) ⊆ A and

∑
a∈A

p(a) = 1}

be the set of probability distributions on U that are supported on A. We call ∆A
the set of strategies for action set A. For two strategies p, q ∈ ∆A, let ∥p − q∥ =∑

a∈A |p(a)− q(a)| be their ℓ1-distance. The ball of radius δ > 0 around a set S ⊆ ∆A
is Bδ(S) = {p ∈ ∆A : inf{∥p − q∥ : q ∈ S} < δ}, the set of strategies supported on A
and less than δ away from some strategy in S.3

Let N = {1, . . . , n} be the set of players. For action sets A1, . . . , An ∈ F(U), we
write A = A1 × · · · × An for the corresponding set of action profiles. A game on A is a
function G : A→ Rn. For i ∈ N and a ∈ A, Gi(a) is the payoff of player i for the action
profile a. We say that G is normalized if for every player i, either Gi has minimum
0 and maximum 1 or is constant at 1. Strategies and norms extend to A as follows:
□A = ∆A1 × · · · ×∆An and for p, q ∈ □A, ∥p− q∥ = maxi∈N ∥pi − qi∥. We call □A the
set of (strategy) profiles. The players’ payoffs for a strategy profile are the corresponding
expected payoffs. Thus, a strategy profile p ∈ □A is a Nash equilibrium of G if

Gi(pi, p−i) ≥ Gi(qi, p−i) for all qi ∈ ∆Ai and i ∈ N .

For two games G and G′ on A = A1 × · · · × An and A′ = A′
1 × · · · × A′

n, we say
that G is a blow-up of G′ (G′ is a blow-down of G) if every action of every player in G
is payoff-equivalent to one of her actions in G′. That is, there are surjective functions
ϕi : Ai → A′

i, i ∈ N , such that with ϕ = (ϕ1, . . . , ϕn), G = G′ ◦ ϕ. Actions in ϕ−1
i (a′i) for

a′i ∈ A′
i are called clones of a′i. Put differently, G is obtained from G′ by “blowing up”

each action a′i to |ϕ−1
i (a′i)| clones of it.4 A strategy pi ∈ ∆Ai induces a strategy on A′

i

via the pushforward of ϕi: (ϕi)∗(pi) = pi ◦ ϕ−1. Then, a strategy profile p ∈ □A induces
ϕ∗(p) = ((ϕ1)∗(p1), . . . , (ϕn)∗(pn)).

A solution concept f maps every game to a set of strategy profiles. That is, f(G) ⊆ □A
for a game G on A ∈ F(U)n. If f(G) ̸= ∅ for all G, f is a total solution concept. An
example of a total solution concept is NASH , which returns all strategy profiles that
constitute Nash equilibria. Nash (1951) has shown that every game admits at least one
Nash equilibrium.

NASH (G) = {p ∈ □A : p is a Nash equilibrium of G}.

3Note that Bδ(S) depends on A. In our usage, A will be clear from the context.
4Kohlberg and Mertens (1986) have considered a more permissive notion of “blowing down” in the

context of Nash equilibrium refinements for extensive-form games. Their notion of a reduced form of
a normal-form game allows deleting any action that is a convex combination of other actions.
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4. Characterization of Nash Equilibrium

This section defines our axioms and states the characterization of Nash equilibrium along
with the more illuminating part of its proof. The remainder of the proof and all other
proofs are given in the Appendix.

Consequentialism requires that if G is a blow-up of G′, a strategy profile is returned
in G if and only if its pushforward is returned in G′. Equivalently, it asserts that (i)
cloning an action does not change the probabilities of other actions and the strategies
of the other players, and (ii) the probability on the cloned action can be distributed
arbitrarily on its clones.

Definition 1 (Consequentialism). A solution concept f satisfies consequentialism if for
all games G and G′ such that G is a blow-up of G′ with surjection ϕ = (ϕ1, . . . , ϕn),

f(G) = ϕ−1
∗ (f(G′)).

Consequentialism is a common desideratum in decision theory. It corresponds to the
conjunction of Chernoff’s (1954) Postulate 6 (cloning of a player’s actions) and Postulate
9 (cloning of Nature’s states, i.e., of opponent’s actions). The latter also appears as
column duplication (Milnor, 1954) and deletion of repetitious states (Arrow and Hurwicz,
1972; Maskin, 1979). In the context of social choice theory, a related condition called
independence of clones was introduced by Tideman (1987) (see also Zavist and Tideman,
1989; Brandl et al., 2016).

If G and G′ are games on the same action sets, then ϕi permutes the actions of player
i. This special case of consequentialism, called equivariance, implies that relabeling the
actions of a player results in the same relabeling of her strategies.

Definition 2 (Equivariance). A solution concept f satisfies equivariance if for all games
G on A and all π = (π1, . . . , πn) where πi is a permutation of Ai,5

f(G ◦ π) = f(G) ◦ π.

We will frequently apply equivariance to strategy profiles where each player’s strategy
is the uniform distribution on some subset of her actions and the permutations map
each action to an action with the same probability, thus giving a new game for which
the same strategy profile is returned.

Consistency requires that if a strategy profile is returned in several games with the
same action sets, it should also be returned in any convex combination of these games.
An inductive argument shows that this is equivalent to the restriction of the axiom to
convex combinations of only two games.

Definition 3 (Consistency). A solution concept f satisfies consistency if for all games
G1, . . . , Gk on A and any λ ∈ Rk

+ with
∑

j λj = 1,

f(G1) ∩ · · · ∩ f(Gk) ⊆ f
(
λ1G

1 + · · ·+ λkG
k
)
.

5For a strategy pi ∈ ∆(Ai), pi ◦ πi is the strategy with (pi ◦ πi)(ai) = pi(π(ai)). For a strategy profile
p = (p1, . . . , pn), p ◦ π = (p1 ◦ π1, . . . , pn ◦ πn), and this operation extends to sets of strategy profiles
pointwise.
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We are not aware of game-theoretic work using this consistency axiom other than that
by Brandl et al. (2016). Chernoff considers combinations of decision-theoretic situations
obtained by taking unions of action sets. His Postulate 9 states that any action that is
chosen in two situations should also be chosen in such a combination. In our context,
this translates to a consistency condition on the support of strategies and varying sets
of actions. Closer analogs of consistency, involving convex combinations of distributions
over states (i.e., strategies of Nature), have been considered as decision-theoretic axioms
(see, e.g., Chernoff, 1954; Milnor, 1954; Gilboa and Schmeidler, 2003). Shapley’s (1953)
characterization of the Shapley value involves an additivity axiom (which he calls law
of aggregation) that is similar in spirit to consistency. Lastly, analogs of consistency
feature prominently in several axiomatic characterizations in social choice theory, where
it relates the choices for different sets of voters to each other (see, e.g., Smith, 1973;
Young and Levenglick, 1978; Myerson, 1995; Brandl et al., 2016; Lackner and Skowron,
2021).

For a game G on A and two actions ai, a′i ∈ Ai, we say that ai dominates a′i if
Gi(ai, a−i) > Gi(a

′
i, a−i) for all a−i ∈ A−i; ai is undominated if no action dominates

it. Rationality requires that only strategy profiles in which dominated actions receive
probability at most 1/2 are returned.6

Definition 4 (Rationality). A solution concept f satisfies rationality if for all games G,

f(G) ⊆ B1/2(∆(Â1))× · · · ×B1/2(∆(Ân)),

where Âi denotes the set of undominated actions of player i in G.

Note that rationality is not concerned with mixed strategies and thus does not rely
on expected payoffs. Moreover, it does not need any assumptions about other players.
The strengthening of rationality requiring that dominated action receive probability 0
is equivalent to Milnor’s (1954) strong domination, Maskin’s (1979) Property (5), and
weaker than Chernoff’s (1954) Postulate 2.

As a shorthand, we say that a solution concept is nice if it satisfies these three axioms.
It turns out that Nash equilibrium is the only nice total solution concept.

Theorem 1. Let f be a total solution concept that satisfies consequentialism, consis-
tency, and rationality. Then, f = NASH .

Remark 1 (Totality). Totality is only required for the inclusion NASH ⊆ f . The
converse inclusion f ⊆ NASH also holds for solution concepts that fail to be total.

Remark 2 (Equilibrium refinements). One consequence of Theorem 1 is that every re-
finement of Nash equilibrium violates at least one of the axioms (including totality).
We discuss some examples. Since rationality is preserved under taking subsets, every

6For Theorem 1, it suffices to require that the probability on dominated actions is below 1. When
studying the robustness of this characterization in Theorem 2, it becomes important to bound the
probability on dominated actions away from 1. Other than that, any fixed bound smaller than 1 in
place of 1/2 would work as well.
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refinement satisfies rationality. Quasi-strict equilibrium (Harsanyi, 1973) satisfies consis-
tency, and, for two players, is total (Norde, 1999). However, it violates consequentialism
(even for two players) since it does not allow for the possibility that clones of equi-
librium actions are played with probability 0. A trivial example is a game where all
players’ utility functions are constant for all action profiles. Then, every full support
strategy profile is a quasi-strict equilibrium, whereas consequentialism requires that ev-
ery strategy profile is returned. For three or more players, quasi-strict equilibria may not
exist. Trembling-hand perfect equilibrium (Selten, 1975) is total and satisfies consequen-
tialism. Consequently, it is not consistent. Lastly, strong equilibrium (Aumann, 1959)
and coalition-proof equilibrium (Bernheim et al., 1987) also satisfy consequentialism and
violate consistency (and fail to be total even for two players).

Remark 3 (Independence of axioms). All properties in Theorem 1 are required to derive
the conclusion. For each of the four axioms (including totality), there is a solution
concept different from NASH that satisfies the three remaining axioms.

(i) Consequentialism: return all strategy profiles in which every player randomizes
only over actions that are best responses against uniformly randomizing oppo-
nents; satisfies totality, consistency, and rationality but violates consequentialism.

(ii) Consistency: return all strategy profiles in which every player randomizes only
over actions that maximize this player’s highest possible payoff; satisfies totality,
consequentialism, and rationality but violates consistency.

(iii) Rationality: return all strategy profiles that maximize the sum of all players’ pay-
offs; satisfies totality, consequentialism, and consistency but violates rationality.

(iv) Totality: return all strategy profiles whose pushforwards are pure Nash equilibria
in a blowdown of the original game; satisfies consequentialism, rationality, and
consistency but violates totality.

The first three examples are neither contained in nor contain NASH . The last one is
necessarily a refinement of NASH due to Remark 1. Further examples that are refine-
ments or coarsenings of NASH are not hard to find. Quasi-strict equilibrium (for two
players) violates consequentialism but satisfies consistency and rationality as discussed
in Remark 2. Trembling-hand perfect equilibrium is not consistent but satisfies the other
two axioms. The trivial solution concept returning all strategy profiles in all games vio-
lates rationality but satisfies the remaining two axioms. Note that rationality is so weak
that even for one-player games, all three axioms are required for the characterization.

Remark 4 (Restricted classes of games). Examining the proof of the inclusion f ⊆
NASH , one can see that it remains valid for any class of games that is closed under
blowing-up, blowing-down, and taking convex combinations. More precisely, it holds for
any class of games G with the following properties.

(i) If G is a blow-up of G′, then G ∈ G if and only if G′ ∈ G.
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(ii) If G1, . . . , Gk ∈ G are games on the same action profiles and λ ∈ Rk
+ with

∑
j λj =

1, then λ1G1 + · · ·+ λkGk ∈ G.

Various well-known classes of games satisfy these properties, for example, (strategically)
zero-sum games, graphical games, and potential games. By contrast, symmetric games
are not closed with respect to blow-ups.7 For example, cloning or permuting actions of
only one player makes a symmetric game asymmetric. More generally, it is unclear how
to extend the current proof approach to symmetric games.8

For our proof of the converse inclusion, NASH ⊆ f , a class of games needs to have
enough games with a unique equilibrium. Suppressing technicalities, it is required that
for every game G ∈ G and every equilibrium p of G, G can be written as a convex
combination of games in G that have p as the unique equilibrium. We have not examined
which classes of games, other than the class of all games, have this property.

Remark 5 (Closures of solution concepts). One can “repair” any given solution concept
by iteratively adding strategy profiles whenever there is a failure of consequentialism
or consistency. Equivalently, one can define the closure of a solution concept f as the
smallest solution concept containing f and satisfying consequentialism and consistency.9

By Theorem 1, the closure of a total refinement of Nash equilibrium is Nash equilibrium,
and the closure of total non-refinements violates rationality.

The proof of Theorem 1 uses a lemma that is technical to state but illustrates how
one can manipulate games using the above axioms. It shows that nice solution concepts
behave as one would hope under the analog of row and column operations familiar
from linear algebra. More precisely, it shows that if one adds a linear combination of
some actions (with positive rational-valued coefficients) to another action, then a nice
solution concept shifts probability from the former actions to the latter in proportion
to the coefficients. A linear combination of actions here means a linear combination
of the corresponding payoffs for all players. Figure 2 below illustrates this. A similar
conclusion applies to adding new actions that are linear combinations of existing ones.

7A game is symmetric if all players have the same set of actions and permuting the actions in any
action profile results in the same permutation of the players’ payoffs.

8For example, consider the following symmetric two-player game.

0 1/2 1/2( )0 3, 3 2, 2 2, 2
1/2 2, 2 3, 3 0, 0
1/2 2, 2 0, 0 3, 3

The indicated strategy profile is not a Nash equilibrium. However, all symmetric games that are blow-
ups of this game and convex combinations thereof have the same payoffs on the diagonal. Hence,
clones of the second and third action of either player are not dominated in any of these games, so
that no contradictions to rationality occur. This issue does not arise for symmetric zero-sum games
(see Brandl and Brandt, 2019, Remark 3).

9This closure is well-defined since consequentialism and consistency are preserved under taking inter-
sections of solution concepts.
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Figure 1: Schematic depiction of the games G, G̃, and Ĝ constructed in the proof of
Lemma 1 (with n = 2, |Ai| = 2, ki = (2, 2), and âi ̸∈ Ai for i = 1, 2). G̃ is
obtained from G by adding ki(ai) clones of every action ai of player i. Then, an
intermediate game Ḡ is constructed from G̃ by permuting the actions outside
of Ai and summing over the resulting games. The actions outside of Ai are
now clones obtained from a convex combination (with weights ki) of actions
in Ai. Removing all but one of these clones gives Ĝ.

Lemma 1. Let f be a nice solution concept, G be a game on A, and p ∈ f(G). Let
â ∈ UN , k ∈ (ZU

+ \ {0})N , and κ ∈ RN
+ so that for all i ∈ N , ki(âi) > 0 if âi ∈ Ai,

supp(ki) ⊆ Ai, xi := κiki ≤ pi, and xi(âi) = pi(âi). Then, there is a game Ĝ on Â with
Âi = Ai ∪ {âi} so that the following holds.

1. p̂ ∈ f(Ĝ), where p̂i = pi − xi + |xi| · eâi.10

2. For all I ⊆ N and a ∈ A, Ĝ(âI , a−I) = G(( ki
|ki|)i∈I , a−I).

Condition 1 states that p̂i is obtained from pi by shifting probability xi(ai) from ai
to âi. Condition 2 ensures that playing âi in Ĝ is payoff-equivalent to playing ki

|ki| in G.
Figure 1 illustrates the proof of Lemma 1.

Proof. For all i ∈ N and ai ∈ Ai, let Âai
i ⊆ U so that |Âai

i | = ki(ai) if ai ̸= âi,
|Ââi

i | = max{ki(âi) − 1, 0}, and all Âai
i are disjoint and disjoint from A−

i := Ai \ {âi}.
Let Ãi = Ai ∪

⋃
ai∈Ai

Âai
i and ϕi : Ãi → Ai so that ϕ−1

i (ai) = {ai} ∪ Âai
i . Let G̃ be a

game on Ã = Ã1×· · ·× Ãn so that G̃ is a blow-up of G with surjection ϕ = (ϕ1, . . . , ϕn).
Consequentialism implies that p̃ ∈ ϕ−1

∗ (p) ⊆ f(G̃), where p̃i = pi−xi+ |xi| ·uni(Ãi\A−
i ).

For all i ∈ N , let Σi ⊆ ΣÃi
be the set of all permutations πi of Ãi so that πi is the

10By eâi , we denote the standard unit vector in RU with a 1 in position âi.
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1
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3
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1
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3
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Ĝ

1/3 1/3 1/3

0

1/6
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Figure 2: Example for an application of Lemma 1. Here, one half of the second and third
action of the first player are added to the fourth action. That is, â1 is the fourth
action, k1 = (0, 1, 1, 2), κ1 = 1/6, and x1 = (0, 1/6, 1/6, 1/3); â2 is arbitrary, say,
the first action of player 2, k2 = (1, 0, 0, 0), κ2 = 1, and x2 = (1, 0, 0, 0).

identity on A−
i , and let Σ = Σ1 × · · · × Σn. Let

Ḡ =
1

|Σ|
∑
π∈Σ

G̃ ◦ π.

Then all actions in Ãi \ A−
i are clones of each other in Ḡ. Since p̃i assigns the same

probability to all actions in Ãi \ A−
i and f is equivariant as a consequence of satisfying

consequentialism, p̃ ∈ f(G̃ ◦ π) for all π ∈ Σ. Consistency then implies that p̃ ∈ f(Ḡ).
Moreover, for all I ⊆ N , a ∈ A, and ã ∈ (Ã1 \A−

1 )× · · · × (Ãn \A−
n ),

Ḡ(ãI , a−I) = G((
ki
|ki|

)i∈I , a−I),

since any action in Ãi \ A−
i is the convex combination of actions in Ai with coefficients

xi = κiki.
Lastly, one can delete all but one of the clones of any action in Ãi \A−

i . For all i ∈ N ,
let ϕ̂i : Ãi → Âi so that ϕ̂i is the identity A−

i and ϕ̂−1(âi) = Ãi \A−
i . Let G̃ be a blow-up

of Ĝ with surjection ϕ̂ = (ϕ̂1, . . . , ϕ̂n). Note that p̂ = ϕ̂∗(p̃). Consequentialism thus gives
p̂ ∈ f(Ĝ). Moreover, for all I ⊆ N and a ∈ A,

Ĝ(âI , a−I) = Ḡ(âI , a−I) = G((
ki
|ki|

)i∈I , a−I).

Starting with the assumption that f returns a non-equilibrium strategy profile in
some game G, the proof of Theorem 1 has two steps, each of which uses Lemma 1. First,
we construct from G a game Ḡ where a non-equilibrium profile is returned and every
player plays some distinguished action with probability close to 1 with the distinguished

10
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action of one player, say j, not being a best response. The second step is to replace
every other action of every player other than j by a convex combination of itself and
the distinguished action (with sufficiently large weight on the latter). This results in
a game Ĝ in which j’s distinguished action is dominated, violating rationality. With a
third application of Lemma 1 (replacing every action of j by a convex combination of
itself and j’s distinguished action), one could construct a game where j plays dominated
actions with probability equal to 1. We omit this step since it is not required for our
notion of rationality.

Proof of Theorem 1. We prove that f ⊆ NASH . The proof of NASH ⊆ f is given in
Appendix A.

Let G be a game on A and p ∈ f(G). Assume that G is normalized and A1 = · · · =
An = B. The former is for convenience with obvious adjustments for non-normalized G
and the latter is without loss of generality since f satisfies consequentialism.

Assume for contradiction that p ̸∈ NASH (G). Then, there is a player j ∈ N for whom
pj is not a best response. That is, Gj(a

∗
j , p−j) − Gj(p) > ε > 0 for some a∗j ∈ Aj . Let

ā ∈ (U \ A1) × · · · × (U \ An), k ∈ (ZU
+ \ {0})N , and κ ∈ RN

+ so that for all i ∈ N ,
xi := κiki ≤ pi and |xi| ≥ 1− ε2

4n . Note that then |pi − ki
|ki| | ≤

ε2

4n . By Lemma 1, there is
a game Ḡ on Ā with Āi = Ai ∪ {āi} so that

1. p̄ ∈ f(Ḡ), where p̄i = pi − xi + |xi| · eāi , and

2. for all I ⊆ N and a ∈ A, Ḡ(āI , a−I) = G(( ki
|ki|)i∈I , a−I).

In particular, p̄j(āj) ≥ 1− ε2

4n and, since G is normalized,

Ḡj(a
∗
j , ā−j)− Ḡj(āj , ā−j) >

ε

2
.

The second step is to modify Ḡ so that a∗j dominates āj by replacing every action of
every player i ̸= j by a convex combination of itself and āi with a sufficiently high weight
on āi. For every b ∈ B, let kb ∈ (ZU

+ \ {0})N and κb ∈ RN
+ so that for all i ∈ N \ {j},

kbi = eb +
2n
ε · eāi and κbik

b
i (b) = p̄i(b), and kbj = eb and κbj = p̄j(b) (this choice for j

is to make the application of Lemma 1 trivial for player j). Note that for i ̸= j and
xbi := κbik

b
i , ∑

b∈Ai

xbi(āi) =
2n

ε

∑
b∈Ai

xbi(b) =
2n

ε

∑
b∈Ai

p̄i(b) ≤
2n

ε
· ε

2

4n
=
ε

2
.

Sequential application of Lemma 1 to Ḡ, one for each b ∈ B with â = (b, . . . , b), gives a
game Ĝ on Ā so that

1. p̂ ∈ f(Ĝ), where p̂i = p̄i − 2n
ε (1− |xi|) · eāi + 2n

ε

∑
b∈Ai

(pi(b)− xi(b)) · eb for i ̸= j
and p̂j = p̄j , and

2. for all I ⊆ N \ {j} and a ∈ A, Ĝ(aj , aI , ā−(I∪{j})) = Ḡ(aj , (
k
ai
i

|kaii |)i∈I , ā−(I∪{j})).

11
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The last part of the first statement implies that p̂j assigns probability close to 1 to āj ,
more precisely, p̂j(āj) = p̄j(āj) ≥ 1− ε. The second statement means that player i ̸= j
playing ai in Ĝ is payoff equivalent to playing ai with probability 1

1+2n/ε and āi with

probability 2n/ε
1+2n/ε in Ḡ. Thus, using again that G is normalized, we have for all a ∈ Ā,

|Ĝj(aj , a−j)− Ḡj(aj , ā−j)| ≤ n · 1

1 + 2n/ε
<
ε

2
.

It follows that for all a ∈ Ā,

Ĝj(a
∗
j , a−j)− Ĝj(āj , a−j) > 0.

That is, j plays the dominated action āj with probability at least 1 − ε in Ĝ. This
contradicts rationality.

5. Robustness of the Characterization

The goal of this section is to examine whether the characterization of the preceding
section is robust with respect to small violations of the axioms. Observe that robustness
is not a foregone conclusion. The fact that the three sets of solution concepts defined by
our three axioms intersect only in one point, NASH , does not imply that the intersection
of slight thickenings of these sets only contains points close to NASH . We start by
defining approximate equilibria and approximate versions of the axioms.

The standard notion of an approximate equilibrium is ε-equilibrium. A strategy profile
is an ε-equilibrium if no player can deviate to a strategy that increases her payoff by
more than ε. By NASH ε we denote the solution concept returning all ε-equilibria in all
games.

Definition 5 (ε-equilibrium). Let G be a game on A = A1×· · ·×An. A profile p ∈ □A
is an ε-equilibrium of G if

Gi(pi, p−i) ≥ Gi(qi, p−i)− ε for all qi ∈ ∆Ai and i ∈ N.

Likewise, there are natural approximate notions of consequentialism, consistency, and
rationality. They are obtained from the exact versions defined in the preceding section
by allowing for small perturbations of strategy profiles.

Recall that consequentialism requires that if G is a blow-up of G′, then a profile is
returned in G if and only if its pushforward is returned in G′. Approximate consequen-
tialism weakens this condition by requiring only that the set of returned profiles for G is
close (in Hausdorff distance) to the set of profiles whose pushforward is returned in G′.

Definition 6 (δ-consequentialism). A solution concept f satisfies δ-consequentialism if
for all games G and G′ such that G is a blow-up of G′ with surjection ϕ = (ϕ1, . . . , ϕn),
f(G) = ϕ−1

∗ (ϕ∗(f(G))), and

f(G) ⊆ Bδ

(
ϕ−1
∗ (f(G′))

)
and ϕ−1

∗ (f(G′)) ⊆ Bδ(f(G)).

12
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The first assertion requires that probability can be distributed arbitrarily over clones.
The first set inclusion asserts that in the game obtained by cloning actions, the solution
concept can only return profiles that differ by no more than δ from some profile obtained
as a blow-up of a profile that is returned in the original game. Conversely, the second
inclusion requires that every blow-up of a profile returned in the original game differs by
at most δ from some profile returned in the blown-up game.

Approximate consistency weakens its exact counterpart by requiring only that if a
profile is returned in several games, then some profile close to it has to be returned in
any convex combination of these games.

Definition 7 (δ-consistency). A solution concept f satisfies δ-consistency if for all games
G1, . . . , Gk on the same action profiles and every λ ∈ Rk

+ with
∑

j λj = 1,

f(G1) ∩ · · · ∩ f(Gk) ⊆ Bδ

(
f
(
λ1G

1 + · · ·+ λkG
k
))

.

Unlike for the exact notion, δ-consistency as defined is not equivalent to its restriction
to k = 2.11

Lastly, approximate rationality asserts that actions that are dominated by a non-
negligible amount are not played too frequently. If G is a game on A = A1 × · · · × An

and ai, a
′
i ∈ Ai are actions of player i, we say that ai δ-dominates a′i if G(ai, a−i) ≥

G(a′i, a−i) + δ for all a−i ∈ A−i.

Definition 8 (δ-rationality). A solution concept f satisfies δ-rationality if for all games
G,

f(G) ⊆ B1/2(Â
δ
1)× · · · ×B1/2(Â

δ
n),

where Âδ
i denotes the set of actions of player i ∈ N that are not δ-dominated in G.

Each of the δ-axioms coincides with the exact version defined in the previous section
when δ = 0. We call a solution concept δ-nice if it satisfies δ-consequentialism, δ-
consistency, and δ-rationality. It is routine to check that NASH ε is δ-nice for small
enough δ. Conversely, we show that for small enough δ, every δ-nice solution concept is
a refinement of NASH ε. The statement is restricted to normalized games and requires
equivariance for reasons that we discuss in Remarks 6 and 7.

Theorem 2. Consider solution concepts on the set of normalized games. Then, for
every ε > 0, there is δ > 0 so that if f is equivariant and satisfies δ-consequentialism,
δ-consistency, and δ-rationality, then f is a refinement of NASH ε.

11A proof attempt by induction fails for two reasons. First, every application of δ-consistency introduces
an additive error of δ, so that k−1 applications to two games only gives an error bound of (k−1)δ on
the right hand side. Second, even if f(G1), f(G2), and f(G3) have a non-empty common intersection,
f( λ1

λ1+λ2
G1 +

λ2
λ1+λ2

G2) need not intersect with f(G3), making a further application of δ-consistency
useless.

13
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Note that δ in Theorem 2 does not depend on f . Otherwise the statement would follow
from the fact that exact consequentialism, consistency, and rationality characterize Nash
equilibrium. The proof is similar to that of Theorem 1. However, apart from the need
to keep track of error terms arising from applications of the axioms, some steps require
additional care. The proof appears in Appendix B. The comments on subclasses of
games in Remark 4 remain valid for Theorem 2.

Remark 6 (Normalized games). Theorem 2 is restricted to normalized games since
ε-equilibrium becomes too stringent without a bound on the payoffs. More precisely,
for any game G, the set of ε-equilibria of cG shrinks to the set of exact equilibria of
G as c goes to positive infinity. To see that the restriction to normalized games is
indeed necessary, consider the following solution concept f for two-player games. Let
Ĝ = (0, 0 0,−c) be a game where the first player has only one action, the second player
has two actions, and c is a large positive number (c ≫ 1

δ ), and let p̂ = (1, (1 − δ, δ)).
Observe that p̂ is not an ε-equilibrium for Ĝ. Define f(G) = NASH (G) ∪ {p̂} if G = Ĝ
and f(G) = NASH (G) otherwise. It is not hard to see that f is δ-nice.12

Remark 7 (Equivariance). Applying δ-consequentialism to two games that are the same
up to permuting actions, one can see that it implies δ-equivariance defined analogously to
δ-consequentialism. However, our proof requires exact equivariance. Whether Theorem 2
holds without this assumption is open.

Remark 8 (Converse of Theorem 2). In contrast to Theorem 1, a characterization of
NASH ε as the only δ-nice solution for some δ is not possible. If NASH ε is δ-nice for
some δ, then so is NASH ε′ for all ε′ ≤ ε. A weaker converse to Theorem 2 would require
that for every δ > 0, there is ε > 0 so that if f is δ-nice, then f = NASH ε′ for some
ε′ ≤ ε. While this statement is obviously false in general since δ-niceness is vacuous for
large δ, we do not know if it holds for small enough δ.

Remark 9 (Alternative approximate equilibrium notions). Theorem 2 fails if ε-
equilibrium is replaced by some alternative notions of approximate equilibrium. For
example, Theorem 2 does not hold when replacing NASH ε by Bε(NASH ), the set of
profiles that are ε-close to some Nash equilibria. This is because NASH ε′ is δ-nice for
small enough ε′, however, NASH ε′ ̸⊆ Bε(NASH ) for any ε′ > 0. In words, no matter
how small ε′ is, there exist ε′-equilibria that are more than ε away from every Nash
equilibrium.
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actions of the second player give her the same payoff. Any convex combination of such games with
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APPENDIX

A. Omitted Proof From Section 4

We prove the missing direction of Theorem 1, that is, NASH ⊆ f . The main idea of
the proof is simple: for every game G and every equilibrium p of G, show that G can be
written as a convex combination of games for which p is the unique equilibrium. Since
f ⊆ NASH and f is total, we know that f has to return unique equilibria. Consistency
thus gives p ∈ f(G).

The work lies in finding a suitable representation as a convex combination. A first
observation is that it suffices to prove that NASH ⊆ f holds for games where the payoff
functions of all players but one are 0. More formally, we say that G is a player i payoff
game if for all j ̸= i, Gj ≡ 0. Then, the following holds.

Lemma 2 (Reduction to player i payoff games). Let G be a game and p ∈ NASH (G).
For i ∈ N , let Gi be the game with Gi

i = Gi and Gi
j ≡ 0 for all j ̸= i. Then, p ∈

NASH (Gi).

Proof. First, pi is a best response to p−i in Gi since it is a best response in G and
Gi

i = Gi. Second, for all j ̸= i, pj (and any other strategy for that matter) is a best
response to p−j in Gi since Gi

j ≡ 0. Hence, p ∈ NASH (G).

So if we can show that for every player i payoff game G, NASH (G) ⊆ f(G), we can
use Lemma 2 and consistency to conclude that the same conclusion holds for all games.
While this reduction is convenient, it is not as powerful as it may seem since player i
payoff games have a unique equilibrium only if all players other than i have only a single
action. Thus, even when decomposing player i payoff games into games with a unique
equilibrium, one needs to consider games with non-zero payoffs for all players.

A.1. Reduction to Deterministic Slice-Stochastic Tensors

The next step is a further reduction showing that it is sufficient to consider the case
when Gi is a slice-stochastic tensor. To motivate this notion, recall that the well-known
Birkhoff-von Neumann theorem states that every bistochastic matrix can be written as
a convex combination of permutation matrices.13 There are different ways one might
try to generalize this statement to higher-order tensors. For example, one might say
that a tensor T : A1 × · · · × An → R+ is n-stochastic if for all i ∈ N and a−i ∈ A−i,∑

ai∈Ai
T (ai, a−i) = 1 (which is to say that every “tube” of T sums to 1). However, with

this definition, for n ≥ 3, it is not true that every n-stochastic tensor can be written as a
convex combination of n-stochastic tensors taking values in {0, 1} (see Cui et al., 2014).
We thus opt for a different generalization of bistochastic matrices.

Definition 9 (Slice-stochastic tensors). Let A ∈ F(U)n with |A1| = · · · = |An|. A
tensor T : A→ R is slice-stochastic for i ∈ N if

13A matrix M ∈ Rm×m
+ is bistochastic if the rows sums and column sums are 1.

17



Draft – July 18, 2023

(i) for all a−i ∈ A−i,
∑

ai∈Ai
T (ai, a−i) = 1,

(ii) for all ai ∈ Ai,
∑

a−i∈A−i
T (ai, a−i) = mn−2, and

(iii) for all a ∈ A, 0 ≤ T (a) ≤ 1.

We say that T is a deterministic slice-stochastic tensor if it is slice-stochastic and takes
values in {0, 1}.

For n = 2, T is a bistochastic matrix if and only if it is slice-stochastic for some
i = 1, 2. Note that if T is slice-stochastic for i, then∑

a∈A
T (a) =

∑
a−i∈A−i

1 =
∑
ai∈Ai

mn−2 = mn−1.

We omit writing “for i” when i is clear from the context.
It turns out that the Birkhoff-von Neumann theorem does extend to slice-stochastic

tensors of any order. That is, every slice-stochastic tensor is a convex combination of
deterministic slice-stochastic tensors. This will allow us to reduce the problem NASH ⊆
f to payoff functions of the latter type.

Lemma 3 (Birkhoff-von Neumann theorem for slice-stochastic tensors). Let A ∈ F(U)n

with |A1| = · · · = |An|. Let T : A→ R be a slice-stochastic tensor for i ∈ N . Then, there
are tensors T 1, . . . , TK : A → {0, 1} that are slice-stochastic for i and (λ1, . . . , λK) ∈
∆([K]) so that

T =
∑
k∈[K]

λkT k.

Proof. Viewing T as an element of RA, T is slice-stochastic for i if it is a solution to the
linear feasibility program

Mx ≤ v,

where the matrix M and the vector v are given by the constraints of type (i), (ii),
and (iii). Thus, M has 2|A−i| + 2|Ai| + 2|A| = 2(mn−1 + m + mn) rows (2 for each
constraint of each of the three types) and |A| = mn columns; the number of rows of v is
the same as for M . Note that M is of the form M = (M̃⊺,−M̃⊺)⊺ for some matrix M̃ ,
since each constraint gives two rows in M where one is the negative of the other. (For
n = 3 and m = 2, the matrix M̃ is depicted in Figure 3.)

We want to show that the polytope defined by Mx ≤ v has integral vertices. Since v is
integral (in fact, {−1, 0, 1}), it suffices to show that M is totally unimodular.14 But M is
totally unimodular if and only if M̃ is totally unimodular. Now M̃ is totally unimodular
if for every subset R of rows of M̃ , there is an assignment σ : R → {−1, 1} of signs to
the rows in R so that for all a ∈ A,∑

r∈R
σ(r)M̃r,a ∈ {−1, 0, 1}. (1)

14M is totally unimodular if every square submatrix of M has determinant −1, 0, or 1.
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Figure 3: The matrix M̃ in the proof of Lemma 3 for n = 3 and m = 2. I8 denotes
the identity matrix with 8 = mn rows and columns. Each of the four pairs of
columns separated by dashed lines corresponds to some a−i ∈ A−i. One can
check that M̃ is totally unimodular by verifying the equivalent condition (1).

A proof of this result appears for example in the book by Schrijver (1998).
This condition is easy to check in the present case. Let R be a subset of rows of M̃ .

It is easy to see that we may assume that R does not contain rows corresponding to
constraints of type (iii) since those rows only contain of single 1 or −1 and can thus
always be signed so as to not introduce violations of (1). We then define σ as follows.

• For each r ∈ R corresponding to a constraint of type (i) for a−i ∈ A−i, let σ(r) = 1.

• For each r ∈ R corresponding to a constraint of type (ii) for ai ∈ Ai, let σ(r) = −1.

Then, for each column index a ∈ A, there is a most one 1 and at most one −1 in the
sum in (1), which concludes the proof.

To show that considering games where every player’s payoff function is slice-stochastic
games is sufficient, we examine how certain changes to the payoff functions influence the
set of equilibria. For α ∈ RN

++ and β ∈ RN , we write αG + β for the game with payoff
function (αG + β)i = αiGi + βi for all i ∈ N . Moreover, we say that T : A → R is
constant for i ∈ N if for all a−i ∈ A−i, T (·, a−i) is constant. Then, a game G is constant
if for all i ∈ N , Gi is constant for i.

Lemma 4 (Invariance of equilibria). Let G be a game on A. Then,

(i) for all α ∈ RN
++ and β ∈ RN , NASH (G) = NASH (αG+ β), and

(ii) for all constant games G̃ on A, NASH (G) = NASH (G+ G̃).

Proof. The statement follows from a straightforward calculation.

For n = 2, G is constant if every column for G1 and every row of G2 is constant.
Hence, Lemma 4(ii) asserts that adding a constant to some column of G1 or row of G2

does not change the set of equilibria.
The second type of modification of payoff functions concerns multiplication by tensors.

The following notation will be convenient.

19



Draft – July 18, 2023

Definition 10 (Hadamard product). Let A ∈ F(U)n and T, T ′ : A → R. Then, the
Hadamard product T ∗T ′ : A→ R of T and T ′ is defined by

(T ∗T ′)(a) = T (a)T ′(a)

for all a ∈ A.

Lemma 5 (Contortion of equilibria). Let G be a game on A. Let i ∈ N , q ∈ RAi
++, and

Tq : A→ R so that for all a ∈ A, Tq(a) = q(ai). Then,

p ∈ NASH (G) if and only if (p̃i, p−i) ∈ NASH (Gi,Tq),

where G
i,Tq

i = Gi, for all j ̸= i, Gi,Tq

j = Gj ∗Tq, and for all ai ∈ Ai, p̃i(ai) =
(pi(ai)/q(ai))/(

∑
a′i∈Ai

pi(a
′
i)/q(a

′
i)).

Proof. The statement follows from a straightforward calculation.

Note that Tq in Lemma 5 is constant for all j ̸= i. For n = 2, the game G1,Tq is
obtained from G by multiplying the a1 row of the matrix G2 by q(a1) for all a1 ∈ A1.

The next lemma show that in some sense, it is enough to consider games where the
payoff function of every player is slice-stochastic. This is explained in more detail after
the lemma.

Lemma 6 (Universality of slice-stochastic tensors). Let A ∈ F(U)n with |A1| = · · · =
|An|. Let p ∈ □A so that all pi have full support. Then, there are T1, . . . , Tn : A→ R++

so that Ti is constant for all j ̸= i and for all games G on A and p ∈ NASH (G), there
is a game Ḡ on A so that the following hold.

(i) For all i ∈ N , Ḡi = Gi ∗T−i + Si, where T−i is the Hadamard product of all Tj
with j ̸= i, and Si : A→ R is constant for i.

(ii) For all i ∈ N , Ḡi is slice-stochastic for i.

(iii) p̄ ∈ NASH (Ḡ), where p̄ and p̄i is the uniform distribution on Ai.

Proof. For all i ∈ N , let Ti : A → R++ so that for all a ∈ A, Ti(a) = εpi(ai), where
ε > 0 is small compared to (the reciprocal of) the largest payoff in G and |A| = mn.
Define a game Ĝ on A so that for all i ∈ N , Ĝi = Gi ∗T−i. It follows from Lemma 5
that p̄ ∈ NASH (Ĝ).

For all i ∈ N , let Si : A→ R so that for all a ∈ A,

Si(a) =
1

m

1−
∑
a′i∈Ai

Ĝi(a
′
i, a−i)

 .

Note that Si is constant for i.
Let Ḡ be the game so that for all i ∈ N , Ḡi = Ĝi+Si. By Lemma 4(ii), p̄ ∈ NASH (Ḡ)

and so for all i ∈ N ,
∑

a−i∈A−i
Ḡi(·, a−i) is constant on Ai. Moreover, for all a−i ∈ A−i,∑

ai∈Ai
Ḡi(ai, a−i) = 1 by the choice of Si. Lastly, since ε is small, Ĝi(a) ≈ 0 and

Si(a) ≈ 1
m for all a ∈ A. Hence, Ḡi is slice-stochastic. We have thus shown that Ḡ

satisfies all three conditions in the statement of the lemma.
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The condition (iii) in Lemma 6 is redundant since the strategy profile where every
players distributes uniformly automatically an equilibrium if the payoff function of every
player is slice-stochastic (by Item (ii) in the definition of slice-stochasticity). We chose
to state it to make it explicit.

The way in which we will use Lemma 6 is as follows. Given a game G with the same
number of actions for every player and a full support equilibrium p ∈ NASH (G), we
want to show that p ∈ f(G) if f is a total solution concept satisfying consequentialism,
consistency, and rationality. To do this, we show that the game Ḡ obtained from the
lemma (by virtue of having slice-stochastic tensors as payoff functions) can essentially be
written as a convex combination of games for which p̄ is the unique equilibrium. Applying
the inverse transformation of that in (i) to each of the summands and using Lemma 5
shows that G can essentially be written as a convex combination of games for which p
is the unique equilibrium. Using consistency and the fact that f ⊆ NASH , this shows
that p ∈ f(G). The caveat “essentially” refers to the fact that one may need to multiply
the Gi by positive scalars, add constant games to G, and clone actions to get the desired
representation as a convex combination. Since neither of the first two operations changes
the set of equilibria and the effect of introducing clones is controlled by consequentialism,
this does not cause problems. Similarly, the restriction that every player has the same
number of actions in G is without loss of generality by consequentialism.

Together, Lemma 2, Lemma 3, and Lemma 6 show the following. If we want to show
that p ∈ f(G) whenever p ∈ NASH (G) and p has full support, then it is enough to do
so in the case when G is a player i payoff game with Gi deterministic slice-stochastic.
The full support assumption will be successively eliminated via Lemma 10, Lemma 11,
and Lemma 12.

A.2. Decomposition of Deterministic Slice-Stochastic Tensors

The first step is to construct a sufficiently rich class of games that have the strategy
profile where every player randomizes uniformly as their unique equilibrium. This will
be the class of cyclic games and almost cyclic games. In cyclic games, the payoff of every
player only depends on the action of one other player and the dependencies form a cycle.
Roughly, a player gets payoff 1 if she matches the action of the preceding player and 0
otherwise. The fact that every such game has uniform randomization as an equilibrium
is not hard to see. Uniqueness is achieved by imposing a restriction on the notion of
“matching” (see Definition 13(i)). Almost cyclic games differ only insofar that there is
one exceptional player whose payoff not only depends on the action of the preceding
player in the cycle but (for few action profiles) also on the actions of all other players.
Making the concepts above precise requires two definitions.

Definition 11 (Fixed subsets). Let A be a set and π ∈ ΣA. Then, B ⊆ A is a fixed
subset of π if π(B) = B. We say that π has no non-trivial fixed subset if its only fixed
subsets are ∅ and A.

For any two permutations π, π′, π′ ◦π has a non-trivial fixed subset if and only if π ◦π′
does. At least when A is finite, permutations without a non-trivial fixed subset always
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exist. Any cyclic permutation is an example. Also, for is any permutation π, there is a
permutation π′ so that π′ ◦ π has no non-trivial fixed subset.

Definition 12 (Permutation sets). Let A1, . . . , An ∈ F(U) with |A1| = · · · = |An| and
let A = A1 × · · · × An. A set A∗ ⊆ A is a permutation set if for all i ∈ N and a′i ∈ Ai,
there is exactly one a ∈ A∗ with ai = a′i.

Another way of saying that A∗ is a permutation set is that the projection from A∗ onto
each Ai is bijective. If A1 = · · · = An = [m], yet another way is requiring that there are
permutations π1, . . . , πn−1 of [m] so that A∗ = {(k, π1(k), . . . , πn−1◦· · ·◦π1(k)) : k ∈ [m]}.
This characterization motivates the terminology.

Definition 13 ((Almost) cyclic games). Let A = [m]n and G be a game on A. We say
that G is cyclic if there are π1, . . . , πn ∈ Σ[m] and α ∈ RN

++ so that the following holds.

(i) πn ◦ · · · ◦ π1 has no non-trivial fixed subset,

(ii) for all j ∈ N and a ∈ A,

Gj(a) =

{
αj if aj = πj−1(aj−1),

0 otherwise.

For n ≥ 3, we say that G is almost cyclic if there are i ∈ N , π1, . . . , πn ∈ Σ[m], A∗ ⊆ A,
and α ∈ RN

++ so that the following holds.

(i) πn ◦ · · · ◦ π1 has no non-trivial fixed subset,

(ii) for all j ̸= i and a ∈ A,

Gj(a) =

{
αj if aj = πj−1(aj−1),

0 otherwise,
and Gi(a) =

{
αi if ai = πi−1(ai−1) and a ̸∈ A∗

0 otherwise,

(iii) A∗ is a permutation set and for all a ∈ A∗, ai = πi−1(ai−1) and there is j ̸= i, i+1
with aj ̸= πj−1(aj−1).

Unless otherwise noted, we assume that α = (1, . . . , 1).

Example 1 ((Almost) cyclic games for n = 2, 3). Let n = 2 and consider the following
game G where both players have three actions. The first (second) entry in each cell
denotes the payoff of player 1 (player 2).

1, 0 0, 1 0, 0

0, 0 1, 0 0, 1

0, 1 0, 0 1, 0
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Then, G is a cyclic game with π1 = (123) and π2 = (1)(2)(3). Almost cyclic games for
two players are degenerate in the sense that the payoff function of the exceptional player
is 0.

Now let m = n = 3, i = 1, π1 = (123), and π2 = π3 = (1)(2)(3). Clearly, π3 ◦
π2 ◦ π1 has no non-trivial fixed subset. One can check that the permutation set A∗ =
{(1, 2, 1), (2, 3, 2), (3, 1, 3)} satisfies (iii). The payoff function of player 1 is shown below
(player 1 chooses the matrix, player two the row, and player 3 the column; the entries
corresponding to A∗ are marked in boldface).

1 0 0

0 0 0

1 0 0




0 1 0

0 1 0

0 0 0




0 0 0

0 0 1

0 0 1




Lemma 7 (Equilibria of (almost) cyclic games). Let G be a cyclic game or an almost
cyclic game. Then, G has a unique Nash equilibrium where every player randomizes
uniformly over all of her actions.

Proof. We prove the statement for almost cyclic games. The proof for cyclic games is
easier. More specifically, for cyclic games, Case 1 and Case 2 below can be combined
into one that is proved in the same way as Case 1.

Let n ≥ 3. Let i ∈ N , π1, . . . , πn ∈ Σ[m], A∗, and α be as in the definition of almost
cyclic games. By Lemma 4, it is without loss of generality to assume that α = (1, . . . , 1).
Let p be the strategy profile where pj is the uniform distribution on Aj for all j ∈ N .

It is easy to see that p is an equilibrium since for all ai ∈ Ai,∑
a−i∈A−i

Gi(ai, a−i) = mn−2 − 1,

where the −1 comes from the fact that A∗ is a permutation set. Moreover, for all j ̸= i
and aj ∈ Aj , ∑

a−j∈A−j

Gj(aj , a−j) = mn−2.

Now we show that p is the unique equilibrium. Assume that p′ is an equilibrium. For
all j ∈ N , let Bj = argmaxaj∈Aj p

′
j(aj). Note that for all j ̸= i, the payoff of j only

depends on her own strategy and the strategy of j−1. Hence, aj ∈ Aj is a best response
to p′−j if aj ∈ πj−1(Bj−1). So Bj ⊆ supp(p′j) ⊆ πj−1(Bj−1). In particular,

|supp(p′i)| ≥ |supp(p′i+1)| ≥ · · · ≥ |supp(p′i−1)|. (2)

We distinguish two cases.

Case 1. Suppose that |supp(p′j)| ≥ 2 for some j ̸= i. By (2), |supp(p′i+1)| ≥ 2.
Since n ≥ 3 and A∗ is a permutation set, it follows that Gi(ai, p

′
−i) > 0 for all ai ∈
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πi−1(supp(p
′
i−1)). Hence, supp(p′i) ⊆ πi−1(supp(p

′
i−1)), and so |supp(p′i)| ≤ |supp(p′i−1)|.

It follows that all inequalities in (2) hold with equality. But then for all j ∈ N ,
supp(p′j) = πj−1(supp(p

′
j−1)), and so supp(p′1) is a fixed subset of πn◦· · ·◦π1. By assump-

tion, this is only possible if A1 = supp(p′1), which in turn implies that supp(p′j) = Aj for
all j ∈ N . Hence, p′ = p.

Case 2. Suppose that |supp(p′j)| = 1 for all j ̸= i and let a′j ∈ Aj so that
p′j(a

′
j) = 1. Note that a′j = πj−1(a

′
j−1) for all j ̸= i, i + 1. Moreover, we have

that Gi(πi−1(a
′
i−1), a

′
−i) = 1 unless (πi−1(a

′
i−1), a

′
−i) ∈ A∗. But by the second part

of (iii) in the definition of almost cyclic games, (πi−1(a
′
i−1), a

′
−i) ̸∈ A∗. Hence,

Gi(πi−1(a
′
i−1), a

′
−i) = 1. By (ii) and the fact that |supp(p′i−1)| = 1, Gi(ai, p

′
−i) = 0

unless ai = a′i = πi−1(a
′
i−1). Thus, a′i is the unique best response of player i to p′−i.

Since p′ is an equilibrium, it follows that p′i(a
′
i) = 1 and |supp(p′i)| = 1. Finally, since

p′i+1 is a best response to p′i, we have that a′i+1 = πi(a
′
i). So a′j = πj−1(a

′
j−1) for all

j ∈ N , which means that {a′1} is a fixed subset of πn ◦ · · · ◦ π1 and contradicts (i).

Definition 14 (Permutation tensors and permutation games). Let A1, . . . , An ∈ F(U)
with |A1| = · · · = |An| and let A = A1×· · ·×An. A function T : A→ R is a permutation
tensor if there is a permutation set A∗ ⊆ A so that T (a) = 1 for all a ∈ A∗ and T (a) = 0
for all a ∈ A \ A∗. A game G is a permutation game if there is i ∈ N so that G is a
player i payoff game and Gi is a permutation tensor.

For n = 2, a permutation tensor is a permutation matrix.
We show that every permutation game can be written as a convex combination of

cyclic games and almost cyclic games up to an additive constant. Note that even though
permutation games are player i payoff games, the games in the decomposition are not.

Lemma 8 (Decomposition of permutation games). Let A1, . . . , An ∈ F(U) so that
|A1| = · · · = |An| = m, and let A = A1 × · · · × An. Let i ∈ N and A∗ ⊆ A be a
permutation set. Let G be the permutation game for i and A∗ on A. Then, G can be
written as a convex combination of cyclic games, almost cyclic games, and a constant
β ∈ RN .

Proof. Let G be a game as in the statement of the lemma. For simplicity, assume that
i = n and for all j ∈ N , Aj = [m].

Let π1, . . . , πn ∈ Σ[m] so that A∗ = {(k, π1(k), . . . , πn−1 ◦ · · · ◦π1(k)) ∈ [m]N : k ∈ [m]}
and πn ◦· · ·◦π1 has no non-trivial fixed subset. This is possible since we may first choose
π1, . . . πn−1 so that the first condition holds (using that A∗ is a permutation set) and
then choose πn so that πn ◦ · · · ◦ π1 has no non-trivial fixed subset.

Let Â = {a ∈ A : an = πn−1(an−1)}. Note that |Â| = mn−1 and A∗ ⊆ Â. Let
B1, . . . , BM ⊆ A be a partition of Â \ A∗ into permutation sets, where M = mn−2 − 1.
(Note that M = 0 if n = 2.) For example, one may take

Bs−{1,n} = {(a1, a2 + s2, . . . , an−1 + sn−1, πn−1(an−1 + sn−1)) ∈ [m]N : a ∈ A∗},

24



Draft – July 18, 2023

where s−{1,n} ∈ [m]N\{1,n} \ {0}. Since s−{1,n} ̸= 0, the last condition in (iii) holds for
Bl. For all l ∈ [M ], let Gl be the almost cyclic game for i = n, π1, . . . , πn, Bl, and
α = (1, . . . , 1). In particular, Gl

n(a) = 0 for all a ∈ Bl and Gl
n(a) = 1 for all a ∈ Â \Bl.

Now let
Ĝ =

∑
l∈[M ]

Gl.

Then, the following hold.

• For all a ∈ A∗, Gn(a) =M ; for all a ∈ Â \A∗, Gn(a) =M − 1.

• For all j ̸= n and a ∈ A with aj = πj−1(aj−1), Gj(a) =M .

• For all j ∈ N and a ∈ A with aj ̸= πj−1(aj−1), Gj(a) = 0.

Recall that for all j ∈ N and (aj−1, aj) ∈ [m]2, there is a cyclic game G′ for some
π′1, . . . , π

′
n ∈ Σ[m] with aj = π′j−1(aj−1) and arbitrary α′ ∈ RN

++ (see the remarks after
Definition 11). For all j ∈ N and (aj−1, aj) ∈ [m]2 with aj ̸= πj−1(aj−1), let Gj,aj−1,aj

be a cyclic game for some π′1, . . . , π
′
n ∈ Π[m] with aj = π′j−1(aj−1), α′

j′ = 1 for all j′ ̸= j,
and α′

j =M + 1 if j ̸= n and α′
j =M if j = n. Then, let

G̃ = Ĝ+
∑

Gj,aj−1,aj +
∑

G′, (3)

where the first sum ranges over all j ∈ N and (aj−1, aj) ∈ [m]2 with aj ̸= πj−1(aj−1),
and the second sum ranges over all cyclic games with α = (1, . . . , 1) whose tuple of
permutations does not already appear in one of the games in the first sum. Since for
all j ∈ N and (aj−1, aj) ∈ [m]2, the number of cyclic games with aj = π′j−1(aj−1) is the
same (assuming α is fixed), the following hold.

• For all a∗ ∈ A∗ and a ∈ A \A∗, G̃n(a
∗) = G̃n(a) + 1.

• For all j ̸= n and a, a′ ∈ A, Gj(a) = Gj(a
′).

Hence, G = G̃+ β for some β ∈ RN . More explicitly, if L is the total number of games
in the first and second sum in (3), then

• For all a ∈ A∗, G̃n(a) =M + L
m ; for all a ∈ A \ Ā∗, Gn(a) =M − 1 + L

m .

• For all j ̸= i and a ∈ A, G̃j(a) =M + L
m .

(The denominator m comes from the fact that for a permutation game G′, the fraction
of actions for which G′

j(a) = αj is 1
m .) This proves G can be written as a sum of games

of the claimed types. Multiplying each game in that sum by the same appropriately
chosen positive scalar gives the representation of G as a convex combination.

The last lemma in this section roughly shows that every game with deterministic
slice-stochastic tensors as payoff functions can be written as a convex combination of
permutation games. This conclusion is not literally true. More precisely, we show that
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every game with deterministic slice-stochastic tensors as payoff functions is the blow-
down of a convex combination of permutation games (with the same number of clones
of every action for every player). By Lemma 7 and Lemma 8, each of the games in
this sum can in turn be written as a convex combination of games for which uniform
randomization is the unique equilibrium. Consistency and consequentialism thus imply
that uniform randomization has to be returned in the original game, possibly alongside
other equilibria.

Lemma 9 (Decomposition of slice-stochastic games). Let A1, . . . , An ∈ F(U) with
|A1| = · · · = |An| = m, and let A = A1 × · · · × An. Let G be a game on A so that
Gi is a deterministic slice-stochastic tensor for all i ∈ N . Let p ∈ □A, where pi is the
uniform distribution on Ai. Then, up to cloning actions, multiplying by positive scalars,
and adding constants, G can be written as a convex combination of games for which p
is the unique equilibrium. More precisely, there are α ∈ RN

++, β ∈ RN , and a game Ḡ
so that

(i) G is a blow-down of αḠ+ β with surjection ϕ,

(ii) ϕ∗(p̂) = p, where p̂j is the uniform distribution on the actions of player j in Ḡ,
and

(iii) Ḡ is a convex combination of games for which p̂ is the unique equilibrium.

Proof. First we observe that it suffices to consider the case that G is a player i payoff
game (meaning that Gj = 0 for all j ̸= i). The idea now is to “blow up” G by introducing
mn−2 actions for each action of every player in G. Then, one can define a permutation
game Ĝ on the larger action sets so that for every action profile a in G for which player
i has payoff 1, there is exactly one blow up â of a for which i has payoff 1 in Ĝ. Since
Ĝ is a permutation game, we know from Lemma 8 that, up to adding constants, it
can be written as a convex combination of games for which the strategy profile where
every player plays the uniform distribution is the unique equilibrium. Now permuting all
actions in Ĝ that come from blowing up the same action in G, summing up over all the
resulting games, and multiplying by a positive scalar gives a game Ḡ that is a blow-up
of G. This achieves the desired decomposition. (Remark 10 explains why the blowing
up is necessary.)

As noted above, we may assume that there is i ∈ N so that G is a player i payoff game.
Let A∗ = {a ∈ A : Gi(a) = 1} be the actions for which player i has payoff 1 in G. For
all j ∈ N and aj ∈ [m], let Baj

j = {a−j ∈ A−j : (aj , a−j) ∈ A∗} be the set of opponents
action profiles for which i gets payoff 1 when j plays aj . Since Gi is slice-stochastic,
|Baj

j | = mn−2. (For j = i, this is (ii) in the definition of slice-stochastic games; for j ̸= i,
for all aj and a−{i,j}, there is exactly one ai so that Gi(ai, aj , a−{i,j}) = 1 by (i).) Let
Âj =

⋃
aj∈Aj

{aj} × B
aj
j and Â = Â1 × · · · × Ân. Note that Âj has size mn−1. Now let

and

Â∗ = {((a1, a−1), . . . , (an, a−n)) ∈ Â : a ∈ A∗}.
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It is easy to see that Â∗ is a permutation set in Â. Let Ĝ be the permutation game for
i on Â for the permutation set Â∗. By Lemma 8, we have that Ĝ can be written as a
sum of cyclic games, almost cyclic games, and a constant. Moreover, by Lemma 7, we
know that p̂ is the unique equilibrium of cyclic and almost cyclic games, where p̂j is the
uniform distribution on Âj .

For all j ∈ N , let ϕj : Âj → Aj be projection onto the first coordinate, and let ϕ =
(ϕ1, . . . , ϕn). That is, ϕj((aj , a−j)) = aj . Let Σj ⊆ ΣÂj

be the set of all permutations

πj so that ϕj(âj) = ϕj(πj(âj)) for all âj ∈ Âj (that is, all permutations that keep the
first coordinate fixed). Let Σ = Σ1 × · · · ×Σn. So we have that for all â ∈ Â and π ∈ Σ,

Gi(ϕ(â)) = Gi((ϕ ◦ π)(â)).

Consider the game

Ḡ =
M

|Σ|
∑
π∈Σ

Ĝ ◦ π,

where M = m(n−1)n. (The factor M is necessary since for all a ∈ A, there are M profiles
â ∈ Â with ϕ(â) = a.)

Since each â ∈ Â∗ is completely determined by its first coordinates, for all a ∈ A∗,
there is exactly one â ∈ Â∗ with ϕ(â) = a. Thus, the following hold.

• For all â ∈ Â with ϕ(â) ∈ A∗, Ḡi(â) = 1.

• For all â ∈ Â with ϕ(â) ∈ A \A∗, Ḡi(â) = 0.

• For all j ̸= i and â ∈ Â, Ḡj(â) = 0.

So for all j ∈ N and aj ∈ Aj , all actions in {aj} × B
aj
j are clones of each other in

Ḡ. This gives that Ḡ is a blow-up of G. Moreover, ϕ∗(p̂) = p since for all j ∈ N and
aj ∈ Aj , there is the same number of clones (namely mn−2) in Âj . This gives the desired
decomposition of G.

Remark 10 (Decomposition into permutation games). The “blowing up” of G to Ḡ
in the proof of Lemma 9 by introducing mn−2 clones of every action is necessary
since not every deterministic slice-stochastic tensor can be written as a sum of per-
mutation tensors. For example, let n = 3, m = 2, i = 1, and G1(a) = 1 for
a ∈ {(1, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1)} ⊆ {1, 2}3 and G1(a) = 0 otherwise. Then, there
is no permutation set B ⊆ {1, 2}3 so that G1(a) = 1 for all a ∈ B.

So far, we have shown the following. To prove that p ∈ f(G) whenever p ∈ NASH (G)
and p has full support, it suffices to show this for the case when each Gi is slice-stochastic
by Lemma 6. By the generalization of the Birkhoff-von Neumann theorem, Lemma 3, the
fact that in every such game uniform randomization is an equilibrium, and consistency,
we can further restrict to Gi’s that are deterministic slice-stochastic. Now Lemma 9
shows that all those games can in essence be written as convex combinations of games
for which uniform randomization is the unique equilibrium and, thus, has to be returned
by f . Consistency then gives the desired conclusion. The last step is to extend the
statement beyond full support equilibria.
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A.3. Reduction to Full Support Equilibria

We show that it suffices to prove that all full support equilibria have to be returned,
which we have done in the previous section. There are three steps to the argument.
First, we reduce to equilibria with support equal to the set of all rationalizable actions,
then to quasi-strict equilibria, and lastly to arbitrary equilibria.15 The strategy is always
to write a game with some type of equilibrium as a convex combination of games where
the same equilibrium is of the type in the preceding step. For example, Lemma 10 shows
that any nice total solution concept has to return all equilibria whose support consists
of all rationalizable actions.

Lemma 10 (Equilibria with full support on rationalizable actions). Let f be a nice total
solution concept. Let G be a game on A. Let Āi ⊆ Ai be the sets of rationalizable actions
of i ∈ N in G and Ā = Ā1 × · · · × Ān. Then, if p ∈ NASH (G) so that for all i ∈ N ,
supp(pi) = Āi, then p ∈ f(G).

Proof. Consider a decreasing sequence of action profiles obtained by successively
removing dominated actions until no more deletions are possible. That is, let
(A0

1, . . . , A
0
n), . . . , (A

K
1 , . . . , A

K
n ) ∈ 2A1 × · · · × 2An so that for all k ∈ [K], there is i ∈ N

for which the following holds.

• Ak
i ⊊ Ak−1

i and for all j ̸= i, Ak
j = Ak−1

j .

• For all ai ∈ Ak−1
i \ Ak

i , there is an action ψ(ai) ∈ Ak
i that dominates ai when

restricting G to Ak−1
1 × · · · ×Ak−1

n .

• For all j ∈ N , A0
j = Aj and AK

j = Āj .

For all i ∈ N and ai ∈ Ai \ Āi, let ψ̄(ai) = ψs(ai) ∈ Āi, where s ∈ N is the unique power
so that ψs(ai) ∈ Āi (here we mean ψ applied s times).

Denote by Ḡ the game G restricted to action profiles in Ā. We make several reductions.
By consequentialism, we may assume that |Ā1| = · · · = |Ān|. By Lemma 5 and Lemma 6,
we may assume that for all i ∈ N , Ḡi is slice-stochastic and pi is the uniform distribution
on Āi. By consequentialism, Lemma 9, and Lemma 4, we may further assume that Ḡ
can be written as a convex combination of games for which p is the unique equilibrium.
That is, there are games Ḡ1, . . . , ḠM on Ā so that for all m ∈ [M ], p is the unique
equilibrium of Ḡm, and

Ḡ =
1

M

∑
m∈[M ]

Ḡm. (4)

For all m ∈ [M ], we define a game Gm on A so that for all i ∈ N and a ∈ A,

Gm
i (a) =


Ḡm

i (a) if a ∈ Ā,

Gi(a) + Ḡm
i (ψ̄(ai), a−i)−Gi(ψ̄(ai), a−i) if a ∈ (Ai \ Āi)× Ā−i, and

Gi(a) if a−i ∈ A−i \ Ā−i.

15We say that an action (profile) is rationalizable if it survives iterated elimination of strictly dominated
actions.
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Since ψ̄(ai) = ψ̄(a′i) for ai, a′i ∈ Ai \ Āi with ψ(ai) = a′i, we have that Ā is the set of
rationalizable action profiles of Gm. It follows that p is the unique equilibrium in Gm

and so p ∈ f(Gm). Observe that for a ∈ (Ai \ Āi)× Ā−i, we have by (4) that∑
m∈[M ]

Ḡm
i (ψ̄(ai), a−i)−Gi(ψ̄(ai), a−i) = 0.

Hence, G = 1
m

∑
m∈[M ]G

m. Consistency then implies that p ∈ f(G).

A profile p ∈ □A is a quasi-strict equilibrium of G if p ∈ NASH (G) and

Gi(ai, p−i) > Gi(a
′
i, p−i) for all ai ∈ supp(pi), a

′
i ∈ Ai \ supp(pi), and i ∈ N .

We show that nice total solution concepts have to return quasi-strict equilibria.

Lemma 11 (Quasi-strict equilibria). Let f be a nice total solution concept. Let G be a
game on A. Then, if p ∈ NASH (G) is quasi-strict, then p ∈ f(G).

Proof. For all i ∈ N , let Âi = supp(pi) and Â = Â1 × · · · × Ân. By consequentialism,
we may assume that |Âi| = 2|Ai \ Âi| and the number of clones of each action in Âi is
even. Moreover, by Lemma 6 and the remarks thereafter, we may assume that pi is the
uniform distribution on Âi. Write Âi = {a1i , . . . , aKi , b1i , . . . , bKi } so that aki and bki are
clones for all k ∈ [K] and Ai \ Âi = {c1i , . . . , cKi }. The idea is to write G as a convex
combination of two games G1, G2 for which all actions in Ai \ Âi are dominated and p is
an equilibrium of G1, G2. Lemma 10 and consistency of f will then give that p ∈ f(G).

Let i ∈ N . Since p is quasi-strict and p−i is uniform on Â−i, we have for all ai ∈ Âi

and a′i ∈ Ai \ Âi, ∑
a−i∈Â−i

Gi(ai, a−i) >
∑

a−i∈Â−i

Gi(a
′
i, a−i). (5)

For all k ∈ [K], let vki ∈ RA−i so that∑
a−i∈Â−i

vki (a−i) = 0 (6)

and for all a−i ∈ A−i,

Gi(a
k
i , a−i) + vki (a−i) = Gi(b

k
i , a−i) + vki (a−i) > Gi(c

k
i , a−i). (7)

By (5), such vki exist. (Note that the sum in (6) is taken over Â−i and (7) is required to
hold for all action profiles in A−i.)

Now define games G1, G2 on A as follows. For all i ∈ N and a ∈ A,

G1
i (a) =


Gi(a

k
i , a−i) + vk(a−i) if ai = aki for some k ∈ [K],

Gi(b
k
i , a−i)− vk(a−i) if ai = bki for some k ∈ [K], and

Gi(c
k
i , a−i) if ai = cki for some k ∈ [K].
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Define G2 similarly with the roles of aki and bki exchanged. By (6), p is an equilibrium
of G1, G2, and by (7), all actions in Ai \ Âi are dominated. More specifically, in G1,
each cki is dominated by aki and in G2, each cki is dominated by bki . Hence, the set of
rationalizable action profiles in G1, G2 is Â. By Lemma 10, p ∈ f(G1) ∩ f(G2). Since
G = 1/2G1 + 1/2G2, consistency implies that p ∈ f(G).

Lemma 11 together with consequentialism allows us to push slightly beyond quasi-
strict equilibria. If p is an equilibrium of a game G so that for every player i, every
action of i that is a best response against p−i is either in the support of pi or a clone of
such an action, then we get from consequentialism that p ∈ f(G). In that case, we say
that p is essentially quasi-strict.

Definition 15 (Essentially quasi-strict equilibrium). Let G be a game on A. An equi-
librium p of G is essentially quasi-strict if there is a blow-down G′ of G with surjection
ϕ so that ϕ∗(p) is a quasi-strict equilibrium of G′.

Similarly, one could define essentially unique and essentially full support equilibria, but
we will not need these notions. Note that if a solution concept satisfies consequentialism
and returns all quasi-strict equilibria, then it also has to return all essentially quasi-strict
equilibria. We use this fact in the proof of the last step: if a solution concept satisfies
consequentialism and consistency and returns all quasi-strict equilibria, then it in fact
has to return all equilibria.

Lemma 12 (Reduction from quasi-strict to all equilibria). Let f be a solution concept
that satisfies consequentialism and consistency so that p ∈ f(G) whenever p is a quasi-
strict equilibrium of G. Then, NASH ⊆ f .

Proof. Let G be a game on A and p ∈ NASH (G). For i ∈ N , let Âi = supp(pi) and for
any game G′ on A with p ∈ NASH (G′), let

Āi(G
′) = {ai ∈ Ai \ Âi : G

′
i(ai, p−i) = G′

i(pi, p−i) and ai is not a clone of an action in Âi}.

That is, Āi(G
′) is the set of actions that are best responses against p−i and not in the

support of pi or clones of actions in the support of pi. We write Āi = Āi(G). Note that
p is an essentially quasi-strict equilibrium of G′ if Āi(G

′) = ∅ for all i ∈ N .
We prove that p ∈ f(G) by induction on the number of players for which Āi ̸= ∅.

If Āi = ∅ for all i ∈ N , the statement follows from the assumption that f satisfies
consequentialism and returns quasi-strict equilibria. Otherwise, let i ∈ N with Āi ̸= ∅.
We write G as a convex combination of two games G1, G2 so that p ∈ NASH (G1) ∩
NASH (G2), and

{j ∈ N : Āi(G
l) ̸= ∅} ⊆ {j ∈ N : Āi ̸= ∅} \ {i} (8)

for l = 1, 2.
By Lemma 6 and the remarks thereafter, we may assume that pi is the uni-

form distribution on Âi. Moreover, by consequentialism, we may assume that Âi =
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{a1i , . . . , aKi , b1i , . . . , bKi }, Āi = {c1i , . . . , cKi }, and aki , b
k
i are clones in G for all k ∈ [K].

Let G1, G2 be games on A so that for all j ∈ N and a ∈ A,

G1
j (a) =


Gj(c

k
i , a−i) if ai = aki or ai = cki for some k ∈ [K],

Gj(a
k
i , a−i) +Gj(b

k
i , a−i)−Gj(c

k
i , a−i) if ai = bki for some k ∈ [K], and

Gj(ai, a−i) if ai ∈ Ai \ (Âi ∪ Āi),

and

G2
j (a) =


Gj(c

k
i , a−i) if ai = bki or ai = cki for some k ∈ [K],

Gj(a
k
i , a−i) +Gj(b

k
i , a−i)−Gj(c

k
i , a−i) if ai = aki for some k ∈ [K], and

Gj(ai, a−i) if ai ∈ Ai \ (Âi ∪ Āi).

Then, G = 1/2G1+ 1/2G2 and for all k ∈ [K], aki , c
k
i are clones in G1 and bki , c

k
i are clones

in G2. Moreover, p ∈ NASH (G1)∩NASH (G2) by the definition of Āi. To see that pi is
a best response to p−i, recall that for all k ∈ [K],

Gi(a
k
i , p−i) = Gi(b

k
i , p−i) = Gi(pi, p−i) = Gi(c

k
i , p−i),

since cki is assumed to be in Āi. So for all ai ∈ Ai, G1
i (ai, p−i) = G2

i (ai, p−i) = Gi(ai, p−i).
Also, for j ̸= i and aj ∈ Aj , we have

Gj(aj , p−j) =
1

2K

∑
k∈[K]

Gj(aj , a
k
i , p−{i,j}) +Gj(aj , b

k
i , p−{i,j})

=
1

2K

∑
k∈[K]

G1
j (aj , a

k
i , p−{i,j}) +G1

j (aj , b
k
i , p−{i,j})

= G1
j (aj , p−j),

where we use that pi is uniform on Âi for the first equality, and the definition of G1 for
the second equality. In particular, pj is a best response to p−j in G1. The same holds
for G2 with a similar argument. Thus, (8) holds. Now, by induction, p ∈ f(G1)∩f(G2),
and so by consistency, we get p ∈ f(G).

The fact that any nice total solution concept is a coarsening of NASH now follows
from Lemma 11 and Lemma 12. This finishes the proof of Theorem 1.

B. Omitted Proofs From Section 5

Throughout this section, we consider equivariant solution concepts that are δ-nice for
some small enough δ. Let G be a game with action profiles A and fix a strategy profile
p ∈ f(G). Lemma 13 below then states that a new game Ĝ can be obtained by adding
an extra action âi to the action set of every player i ∈ N such that the following holds.

1. There is a profile q ∈ □A close to p so that for all i ∈ N , if i plays âi in Ĝ, all
players get the same payoff as if i played qi in G.
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2. There is a profile p̂ ∈ f(Ĝ) so that for all i ∈ N , p̂i has all but a small fraction of
probability on âi.

Lemma 13. Let δ > 0 and f an equivariant solution concept that satisfies δ-
consequentialism and δ-consistency. Let G be a game on A and p ∈ f(G). Then,
there is a game Ĝ with action set Âi = Ai ∪ {âi} for all i ∈ N so that the following
holds.

1. There is q ∈ B3δ(p) such that Ĝ(âI , a−I) = G(qI , a−I) for all I ⊆ N and a−I ∈
A−I .

2. There is p̂ ∈ f(Ĝ) such that p̂i(âi) ≥ 1− 3δ for all i ∈ N .

Proof. For all i ∈ N , let ki = |Ai|⌈1δ ⌉.
16 For each ai ∈ Ai, let Aai

i ∈ F(U), all disjoint and
disjoint from Ai, with |Aai

i | = ki. Let G′ be a game with action set A′
i = Ai∪

⋃
ai∈Ai

Aai
i

for all i ∈ N , and G a blow-down of G′ with surjections ϕi : A′
i → Ai so that ϕ−1

i (ai) =
{ai} ∪ Aai

i for all ai ∈ Ai and i ∈ N . That is, G′ results from G by adding ki clones of
ai for each action ai.

Since f satisfies δ-consequentialism, ϕ−1
∗ (p) ⊆ Bδ(f(G

′)). We construct p′ ∈ f(G′)
so that p′i assigns probability at least 1 − δ uniformly to some subset Ãi of

⋃
ai∈Ai

Aai
i .

Let p̃ ∈ Bδ(p) ∩ ϕ∗(f(G′)), which exists since f satisfies δ-consequentialism. Let li =
⌊kip̃i⌋ ∈ {0, . . . , ki}Ai and ri = kip̃i − li ∈ [0, 1)Ai . For each ai ∈ Ai, choose a subset Ãai

i

of Aai
i with |Ãai

i | = li(ai) and let Ãi =
⋃

ai∈Ai
Ãai

i . Let p′ ∈ □A′ such that for all i ∈ N
and ai ∈ Ai,

p′i(a
′
i) =

{
1
ki

for a′i ∈ Ãai
i , and

ri(ai)
ki

1
|{ai}∪A

ai
i −Ã

ai
i | for a′i ∈ {ai} ∪Aai

i − Ãai
i .

Observe that for all ai ∈ Ai,

p′({ai} ∪Aai
i ) =

|Ãai
i |
ki

+
ri(ai)

ki
=
li(ai)

ki
+
ri(ai)

ki
= p̃i(ai).

Hence, p′ is well-defined and ϕ∗p′ = p̃. By the choice of p̃, p′ ∈ f(G′).
Recall that ri ∈ [0, 1)Ai , and so

|ri|
ki

<
|Ai|
ki

≤ δ.

Let q ∈ □A with qi = p̃i−ri
|p̃i−ri| . Since |ri|

ki
< δ, it follows that q ∈ B2δ(p̃) ⊆ B3δ(p).

For all i ∈ N , let Σ̃A′
i
⊆ ΣA′

i
be the permutations that map the set {ai} ∪Aai

i − Ãi to
itself for all ai ∈ Ai, and let Σ̃A′ = Σ̃A′

1
× · · · × Σ̃A′

n
. Then, p′ = p′ ◦ π for all π ∈ Σ̃A′

since p′i is a uniform distribution on Ãi and the uniform distribution on {ai}∪Aai
i − Ãai

i

16For x ∈ R, ⌈x⌉ is the smallest integer that is at least as large as x. Similarly, ⌊x⌋ is the largest integer
that is at most as large as x.
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for every ai ∈ Ai and i ∈ N . Thus, equivariance of f implies that p′ = p′ ◦π ∈ f(G′ ◦π).
Let

Ḡ =
1

|Σ̃A′ |

∑
π∈Π

G′ ◦ π

It follows from δ-consistency that p′ ∈ Bδ(f(Ḡ)). Let p̄ ∈ f(Ḡ)∩Bδ(p
′). By construction,

for all i ∈ N , all actions in Ãi are clones of each other in Ḡ, and for each ai ∈ Ai, all
actions in {ai} ∪Aai

i − Ãai
i are clones of each other. Let Ĝ be the blow-down of Ḡ with

action set Âi = Ai ∪{âi} for all i ∈ N and surjections ϕ̂i : A′
i → Âi so that ϕ̂−1

i (âi) = Ãi

and ϕ̂−1
i (ai) = {ai}∪Aai

i − Ãai
i for all ai ∈ Ai. Since f satisfies δ-consequentialism, there

is p̂ ∈ f(Ĝ) so that ϕ̂∗(p̄) ∈ Bδ(p̂). Hence, for all i ∈ N ,∑
ai∈Ai

p̂i(ai) ≤
∑
ai∈Ai

p̄i(ai ∪Aai
i − Ãai

i ) + δ ≤
∑
ai∈Ai

p′i(ai ∪A
ai
i − Ãai

i ) + 2δ ≤ 3δ,

where the last inequality uses the definition of p′i and |ri|
ki

≤ δ. Equivalently, p̂i(âi) ≥
1 − 3δ for all i ∈ N . Moreover, by construction of Ĝ, Ĝ(âI , a−I) = G(qI , a−I) for all
I ⊆ N , and a−I ∈ A−I .

Now consider a game Ĝ with action profiles Â and let â ∈ Â, ai ∈ Âi, and i ∈ N such
that action ai yields strictly more payoff against â−i than action âi. Lemma 14 below
shows that if there is p̂ ∈ f(Ĝ) so that p̂j assigns probability close to 1 to âj for each
j ∈ N , then there is a game G and p ∈ f(G) such that pi assigns probability close to 1
to a dominated action.

Lemma 14. Let ε, δ > 0 with 4
(
⌈1ε⌉+ 1

)
δ ≤ (1 − 2δ) and 2δ ≤ ε. Let f be an

equivariant solution concept that satisfies δ-consequentialism and δ-consistency. Let Ĝ
be a normalized game with action sets Âj = Aj ∪ {âj} for all j ∈ N and let i ∈ N and
ai ∈ Ai so that Ĝi(ai, â−i) > Ĝi(âi, â−i) + ε. Then, if p̂ ∈ f(Ĝ) with p̂j(âj) ≥ 1− δ for
all j ∈ N , there is a game Ḡ and p̄ ∈ f(Ḡ) so that p̄i assigns probability at least 1− 3δ
to an action that is δ-dominated in Ḡ.

Proof. Let M = 2(⌈1ε⌉+ 1). For each j ∈ N , let Aj = {a1j , . . . , a
|Aj |
j }. Let G′ be a game

with action set A′
i = Âi for i and A′

j = Âj ∪ {ak,lj : k ∈ [|Aj |], l ∈ [M ]} so that each ak,lj

is a clone of âj for all j ∈ N \ {i}. That is, let ϕi : A′
i → Âi be the identity, and for

all j ∈ N \ {i}, let ϕj : A′
j → Âj be the identity on Aj and ϕ−1

j (âj) = {âj} ∪ {ak,lj : k ∈
[|Aj |], l ∈ [M ]}. Then, Ĝ is a blow-down of G′ with surjection ϕ = (ϕ1, . . . , ϕn). Since f
satisfies δ-consequentialism, there is p̂′ ∈ Bδ(p̂) so that p′ ∈ f(G′) whenever ϕ∗(p′) = p̂′.
In particular, there is p′ ∈ f(G′) with

|Aj |∑
k=1

p′j(a
k
j ) ≤ 2δ for all j ∈ N , and

p′j(a
k,l
j ) = p̂′j(a

k
j ) for all k ∈ [|Aj |], l ∈ [M ], and j ∈ N \ {i}.
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The latter condition can be satisfied since

M

|Aj |∑
k=1

p̂′(akj ) ≤ 2Mδ ≤ (1− 2δ) ≤ p̂′(âj) =
∑

aj∈ϕ−1
j (âj)

p′(aj),

for all j ∈ N \ {i}. Let Σ′
i ⊆ ΣA′

i
be the set consisting of the identity permutation

on U , and for all j ∈ N \ {i}, let Σ′
j ⊆ ΣA′

j
be the set of permutations that map

{akj } ∪ {ak,lj : l ∈ [M ]} to itself for all k ∈ [|Aj |]. Hence, a large set of clones of âj is
permuted with each action akj in all possible ways. Let Σ′ = Σ′

1 × · · · × Σ′
n. Note that,

by construction, p′ ◦ π = p′ for π ∈ Σ′. Let

Ḡ =
1

|Σ′|
∑
π∈Σ′

G′ ◦ π.

For all j ∈ N \ {i} and k ∈ [|Aj |], {akj } ∪ {ak,lj : l ∈ [M ]} is a set of clones in Ḡ.
Since Ĝi(ai, â−i) > Ĝi(âi, â−i) + ε, M = 2(⌈1ε⌉+ 1), and Ĝ is normalized, Ḡi(ai, a−i) >
Ḡi(âi, a−i) +

ε
2 for all a−i ∈ A′

−i. Hence, ai δ-dominates âi. Lastly, since f satisfies
δ-consistency, there is p̄ ∈ f(Ḡ) so that for all j ∈ N ,

p̄j(âj) ≥ p′j(âj)− δ ≥ 1− 3δ.

Proof of Theorem 2. Given ε > 0, let δ > 0 so that

3(n− 1)δ ≤ ε

4
, (9)

4

(⌈
3

ε

⌉
+ 1

)
3δ ≤ (1− 6δ), and (10)

1− 9δ > 1/2. (11)

Assume that f satisfies δ-consequentialism, δ-consistency, and δ-rationality, but is not a
refinement of NASH ε on the set of normalized games. Then, there is a normalized game
G on A, i ∈ N , ai ∈ Ai, and p ∈ f(G) so that

Gi(ai, p−i) > Gi(pi, p−i) + ε. (12)

Observe that for all q ∈ B3δ(p) and p′i ∈ ∆Ai,∣∣Gi(p
′
i, p−i)−Gi(p

′
i, q−i)

∣∣ ≤ 3(n− 1)δ. (13)

By Lemma 13, there is a game Ĝ with action set Âj = Aj ∪ {âj} for all j ∈ N so that
the following holds.

1. There is q ∈ B3δ(p) such that Ĝ(âI , a−I) = G(qI , a−I) for all I ⊆ N and a−I ∈ A−I .
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2. There is p̂ ∈ f(Ĝ) such that p̂j(âj) ≥ 1− 3δ for all j ∈ N .

Applying 1 with I = N \ {i}, it follows from (9), (12), and (13) that

Ĝi(ai, â−i) = Gi(ai, q−i) ≥ Gi(ai, p−i)− 3(n− 1)δ

> Gi(pi, p−i) + 3/4ε ≥ Gi(pi, q−i) +
2

4
ε

≥ Gi(qi, q−i) + 1/4ε = Ĝi(âi, â−i) + 1/4ε.

By (9) and (10), Lemma 14 applied to ε
4 and 3δ gives a game G′ and p̄ ∈ f(G′) so that

p̄i assigns probability at least 1 − 9δ to a 3δ-dominated action. Since 1 − 9δ > 1/2 by
(11), this contradicts δ-rationality.
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